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Ab initio and scanning tunneling microscopy study of an indium-terminated GaAs(100) surface:
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Technologically useful indium- (In) terminated ¢(8 X 2)-reconstructed GaAs(100) substrate surface has been
studied by first-principles calculations and scanning tunneling microscopy (STM) measurements. Our total-
energy calculations demonstrate the stability of four different so-called {a structures with In monomer rows
and In coverage between 0.5 and 2 monolayers on the GaAs(100) substrate. Thus, we introduce a surface
system, which stabilizes the {a reconstruction. Furthermore, an interesting trend is found. Atomic structure of
the ¢(8X2) reconstruction depends on the surface-layer cation and substrate volumes, which, in principle,
allows to tune the surface structure by cation adsorption. This phenomenon is related to the peculiar
¢(8X2) atomic surface structure, which shows mixed surface layer, including both anions and cations, and
uncommon metallic-type cations in the {a structure, which do not show covalent bonds. Our results predict a
structural transition from the ¢ structure to the {a structure as the surface cation size is increased at 0 K. The
found transition is probably related to the disordered surface structures (consisting of ¢ and Za building blocks)
found experimentally by x-ray diffraction at room temperature. Comparison of the STM images, calculated for
various ¢(8 X 2) models, with the former and present measured STM images of In/ GaAs(100)c(8 X 2) supports

the presence of stable {a reconstructions.

DOI: 10.1103/PhysRevB.81.245305

I. INTRODUCTION

Considering the development of epitaxially grown III-V
compound semiconductor heterojunction devices, the surface
properties of the growth front play a substantial role (e.g.,
Refs. 1-6). In addition to that, for the realization of III-V
channel metal-insulator-semiconductor (MIS) transistor, it is
essential to understand and manipulate the starting III-V sur-
face properties for the insulator growth.”!”7

Adding a small amount of indium [about 1 monolayer
(ML)], which causes an In-stabilized ¢(8 X 2)-reconstructed
(100) surface on the heteroepitaxial III-V growth front (e.g.,
InP/InGaAs and InAs/GaSb), has been found to improve the
properties of these interfaces for electronics devices.!-'8-20
For example, Anan et al.' observed even 100-fold improve-
ment in photoluminescence (PL) intensity for III-P/III-As
heterostructure, in the growth of which about 1 ML of In was
deposited before the P, exposure and ITI-P layer growth [thus
producing In-induced ¢(8 X 2)/(4 X 2) structure on the III-As
surface as deduced by reflection high-energy electron diffrac-
tion (RHEED)], compared to the structure grown without the
In prelayer. It is worth noting that usually the PL intensity is
inversely proportional to the threshold current density of la-
ser diodes. We also note that the ¢(8 X 2) and (4 X 2) recon-
structions are structurally very close to each other, and that
often it is difficult to distinguish the ¢(8 X2) from (4 X2)
geometry in measurements. Hereafter in this paper, the ¢(8
X2) means the both geometries. Furthermore, InAs/GaAs
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heterostructure is known to follow the Stranski-Krastanov
growth mode, where the critical thickness of InAs wetting
layer is about 2 ML due to large lattice mismatch between
InAs and GaAs.?'?> However, under In-rich growth condi-
tions, the critical thickness can be substantially increased,
and the resulted interface reveals superior quality and nota-
bly improved PL intensity.?!~?* Moreover, the In-stabilized
c(8X2) surface has been used as a starting substrate for
producing insulator/III-V interfaces for MIS transistors.!”->*
For example, in the case of InGaAs, indium atoms tend to
occupy surface-layer sites, leading to the In-terminated c(8
X 2)-reconstructed surface of InGaAs under As-deficient
surface-cleaning conditions. To understand the reasons for
the beneficial effects of the In-terminated c(8X2) recon-
structions and to controllably utilize these surfaces, it is es-
sential to know the atomic structures and properties of the
In/TI-V(100)c(8 X 2) surfaces. The specific surface structure
has in general profound implications concerning, e.g., differ-
ent kinds of adsorption and desorption phenomena, which
are important for applications.

In general, the ¢(8X2) surfaces have been found to be
composed of unique ¢ structural units,>* which include
dimers in the subsurface rather than top layer (Fig. 1). Ear-
lier, various models were proposed for the group-Ill-rich
¢(8X2) reconstruction, including B(4X2) structures with
the group III dimers, which are counterparts to the famous
B(2X4) reconstructions found in the group-V-rich condi-
tions on many III-V surfaces. However, Lee et al. introduced

©2010 The American Physical Society
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FIG. 1. (Color online) (a)—(s) Atomic models for the
In/GaAs(100)c(8 X 2) surface.

an unusual atomic structure, referred to as the “{” model,
which led to the lowest total energy and good agreement
between the experimental and theoretical STM images.>
Kumpf er al. put forward an atomic structure, which was a
generalization of the { model in the sense that it allowed two
different types of local configurations for the cation
atoms.?®?’ The inherent feature of this model is partial dis-
order. This model leads to atomic structure similar to the {
presented by Lee et al. for GaAs (The model is only slightly
different from the one proposed on the basis of theoretical
considerations by Lee et al.*’) whereas the ratio of the occu-
pations of the different local configurations for the cation
atoms is significantly different for InAs, InSb being between
GaAs and InAs concerning these occupations.’?” Miwa et
al. considered an atomic structure “Za,” which is an ordered
variant of the atomic model introduced by Kumpf et al. in-
cluding only those local configurations which were excluded
in the original ¢ atomic structure.?® Therefore, the ¢ and Za
atomic models include 0% (for {) and 100% (for {a) occu-
pations for the monomer rows marked by an arrow and
shown in Figs. 1(a) and 1(d). Additionally, there is a top-
layer group III dimer in the { structure whereas two non-
dimerized group III adatoms in the {a structure. The partially
disordered areas, which were detected by surface x-ray dif-
fraction, may be thought as microscopic mixtures of the or-
dered ¢ and {a reconstructions. Furthermore, the relative
[011] displacements of the { or {a cells cause the ¢(8X2)
periodicity. One should note that “/-kind” areas ({ or {a)
have been found to form on III-V’s without significant dis-
order related to the partial occupancy, as can be deduced
from the scanning-tunneling-microscopy (STM) and atomic
force microscopy results.3%33-33 Interestingly, Kolodziej et
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FIG. 2. (Color online) (a) Surface phase diagrams for the In/
GaAs(100) surface. (b) Energy diagram of the In/GaAs(100) sur-
face in the In-rich limit gy, =y, pui- Please see the models in Fig.
1. For clarity, the phase diagram does not include all models that
were calculated.

al. reported a well-ordered {a structure for InSb.** However,
according to Miwa et al., only the { phase is energetically
stable for InAs (as for GaAs).?

In this paper, we report the energetic stability of {a struc-
tures, with varying amounts of In on the In/GaAs(100)c
(8 X2) surface by ab initio total-energy calculations. The
comparison of the calculated STM images for various
c(8X2) models with the former® and present measured im-
ages of In/GaAs(100)c(8 X 2) supports the presence of these
stable {a reconstructions. It is shown that the adsorbed atom
and substrate types have a significant effect on the relative
stabilities of the { and {a structures, and a structural transi-
tion with the increasing cation size at 0 K is predicted. These
results also explain nicely the different occupations for the
local configurations on different III-V semiconductor sur-
faces found experimentally.?®? It is possible that the specific
atomic structure of the In/GaAs(100)c(8 X 2) surface is re-
lated to the above-mentioned useful effects of In-terminated
substrates concerning the development of device materials.

II. METHODS

Calculations were performed using an ab initio density
functional total-energy method within the local-density
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approximation.3®3” The approach is based on plane-wave ba-
sis and projector-augmented wave method®3° (Vienna ab
initio simulation package, VASP).*-*3 The optimization of the
atomic structure was performed using conjugate-gradient
minimization of the total energy with respect to the atomic
coordinates. The GaAs(100) and In/GaAs(100) surfaces were
simulated using (2 X 4) and (4 X 2) slabs of 12 atomic layers,
separated by a vacuum of 23 A wide. The (8 X 2) slabs were
also used to simulate the experimentally found c¢(8X2)
structure but the effect of the double periodicity on total
energy is marginal [affecting the relative surface energies
less than 1 meV per (1X 1) surface area]. The dangling
bonds of the bottom surface Ga atoms were passivated by
fractionally charged pseudohydrogen atoms (Z=1.25) and
two bottom layers of the slabs were fixed to ideal bulk posi-
tions. Other atoms including pseudohydrogens were relaxed
until the remaining forces were less than 20 meV/A. The
number of k points in the Brillouin zone was eight corre-
sponding to 64 k points in the Brillouin zone of the (1 X 1)
slab. The k-point sampling was performed by the Monkhorst-
Pack scheme* with the origin shifted to the I' point. The
plane-wave cutoff energy was 300 eV. Theoretical lattice
constant of 5.63 A was obtained and used for GaAs (about
6.06 A for GaSb and InAs and 6.47 A for InSb). The
constant-current STM images were simulated within the
Tersoff-Hamann approximation.*’

Thermodynamically the most favorable atomic structure
is the one with the lowest surface free energy. For example,
in the case of In/GaAs, the surface energy vy can be written in
the form

YA = E,; = tGaasVas = (NGa = Nas) 4Ga = Ninbbrn» (1)

where A, E,,;, Nas, Nga. and Ny, denote surface area, total
energy, and the number of As, Ga, and In atoms, respectively,
for the considered stoichiometry. Here pgaass MGe and g,
are the corresponding chemical potentials for bulk GaAs, Ga,
and In. The ug, and wy, act as variables in Eq. (1), and the
upper limit for both chemical potentials is obtained from
bulk values while the lower limit of ug, can be deduced
using the heat of formation AH; of GaAs. Therefore, ug,
varies within the range,

e a A
ir Jm -1
W3
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[011]

FIG. 3. (Color online) (a) {a and (b) { recon-
struction of the In/GaAs(100)c(8X2) surface

Aa_o L0 A blo-n]ﬁ

© Ga [Figs. 1(a) and 1(d)]. Some atoms are numbered
to facilitate comparison of bond lengths (Table
e In
v).
[100]
MGapuk = AHr < pea < MGapuik- (2)

The chemical potentials for the bulk structures were calcu-
lated by using orthorhombic*® (Ga), tetragonal (In), and
rhombohedral (As, Sb) unit cells.

III. EXPERIMENTS

The experiments were performed in an ultrahigh vacuum
(UHV) system (Omicron) equipped with room-temperature
(RT) STM, x-ray photoelectron spectroscopy (XPS), and
low-energy electron diffraction (LEED). The samples were
cut from an n-type GaAs(100) wafer and cleaned in UHV
environment with cycles of argon-ion sputtering (1.5 kV and
10 mA) and subsequent indirect annealing treatment. During
sputtering, the temperature of the sample was kept around
400 °C and increased to 580 °C afterward. Temperature was
monitored by an infrared pyrometer. Typically, after four
cycles of sputtering and annealing, LEED revealed a clear
(6X6)+(4x2) pattern for GaAs. The indium deposition
was done onto this surface at RT by using Knudsen cell
evaporator with quartz-crystal microbalance facilities to es-
timate the indium flux. After deposition of 0.5-1 ML and
annealing the sample at 500 °C, LEED pattern changed to
¢(8x2) without any other phase. The presence of indium
was confirmed by XPS measurements. The STM images
were acquired in the constant-current mode. Tests showed
that 1-2 ML of indium produced a similar ¢(8 X2) LEED
pattern.

IV. RESULTS AND DISCUSSION

Figure 1 shows different (4 X2) atomic models consid-
ered in this work. We also calculated various In-stabilized
(2X4) and clean GaAs models (not shown) to obtain a com-
plete phase diagram for the In/GaAs(100)c(8 X 2) surface.
The obtained diagram in Fig. 2(a) demonstrates the stability
of four different Ja structures on the In/GaAs(100)c(8 X 2)
surface: {al and la4 [Figs. 1(d) and 1(g), respectively] and
two modifications of the fal with the In amounts of 1.5 and
2 ML. In these two models, the monomer rows are occupied
with 100% of In together with 100% of In occupancy on
atomic sites labeled 4 and 4’ in the Fig. 3(a). To present the
energy differences of the models, we show in Fig. 2(b) a
cross section of the phase diagram in the very In-rich limit
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FIG. 4. (a) Surface-energy difference (Ay) between ¢ and fa
structures (Eg,—E;) for In/GaAs for different In coverages (solid
circles). Relative stability between the { structure and the { struc-
ture with dimer broken (atoms 4 and 4’ occupy the same positions
as in the {a structure) is also shown (open circles). The solid circles
show the In content in the {a reconstructions ({al and {a7) whereas
the open circles show the In content in the ¢ reconstructions (£ and
{2). These results correspond to the very In-rich limit (g,
— M puk=0 V). (b) Surface-energy difference (Ay) between ¢ and
{a structures (E, aE g) for different III/III-V surfaces as a function
of the ratio of surface cation and average substrate Wigner-Seitz
radii (S). Two layers of adsorbate cations are assumed in these
results. Some of the points correspond to pure two-component sur-
faces. The results correspond to the very Ga-rich (In-rich) limit
(1Ga(in) = MGa(n) pulk=0 €V). (c) Surface-energy difference (A7) be-
tween ¢ and {a structures (Ez,—E,) for IIl/GaAs surfaces as a func-
tion of the ratio of surface cation and average substrate Wigner-
Seitz radii (S). There are adsorbate atoms only at the atom positions
4 and 4’ (0.25 ML). These results correspond to the very Ga-rich
limit (p4Ga— HGapuk=0 €V).

PHYSICAL REVIEW B 81, 245305 (2010)

0.20

FIG. 5. (Color online) Electron density (e/A3) for (a) ¢ structure
(plane crosses the 4 and 4" dimer atoms) and (b) {a structure (plane
crosses the upper dimer atom 4') of In/GaAs(100) surface (two In
atoms at the atomic sites 4 and 4').

(1= M pu=0 eV). (The models with In concentration
above 1 ML are not shown for clarity. Some especially {-
and (b-type models along with models including het-
erodimers are not included in the phase diagram and Fig. 1,
either.) This energy diagram reveals a significant stability of
the In/GaAs {a structures described above. (The stability of
the {a reconstruction for any III-V semiconductor surface
has not been confirmed theoretically before.) For example,
the energy difference between the previously proposed ¢
model [Fig. 1(a)] and the present fal one is 122 meV per
(1X1) surface area. The stability area of the In-induced
mixed-dimer (2 X 4) model is clearly decreased compared to
a previous theoretical study, in which the {a structure was
not considered.*’ This is consistent with experiments which
show that only the ¢(8 X 2) periodicity is formed in the Ga-
and/or In-rich conditions on the GaAs substrate. The above
results indicate that in experiments, one should not rely only
on RHEED in calibrating indium flux since the In amount
between 0.5 and 2 ML leads to a similar ¢(8 X2) RHEED
pattern. Thus there is a risk that a thin InAs layer forms in
the interface at higher In amounts, which is not always the
goal.

Considering the ¢ model, we found that it is energetically
unfavorable for In atoms to dimerize along [011] direction at
the atomic sites 4 and 4’ [Figs. 3(a) and 3(b)] on the In/
GaAs(100) surface. It was found that by breaking this In-In
bond in the ¢ reconstruction and thus producing more
lal-like structure (i.e., {al excluding monomer rows), the
surface-energy reduction was 0.07 eV per (1 X 1) surface
area (this energy change was obtained by comparing the total
energies of the { structure and the “nondimerized ¢ structure”
calculated self-consistently) in spite of the fact, that this
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TABLE I. Formal ionic charges for the atoms shown in Fig. 3. Charges in the sets {* and {a* were obtained by omitting the bond between

atoms 3 and 5 (and 3’ and 5').

2,2/ 4,4’ 9,9’ 5,5’ 7,7 1,1 3,3’ 6,6’ 8,8’
4 0.75 0.50 -0.25 0.00 -0.75 0.00 0.00 0.00
. 0.75 0.50 0.50 0.00 -0.75 -0.75 0.00 0.00
la 0.75 0.50 0.50 -0.25 0.00 -0.75 -0.25 0.00 0.00
{a* 0.75 0.50 0.50 0.50 0.00 -0.75 -1.00 0.00 0.00

modified structure does not obey the electron counting model
(ECM).*® Furthermore, this surface-energy reduction in-
creases as the In content is increased, which is shown in Fig.
4(a) together with the corresponding energy difference be-
tween the { and {a structures. One can note that the curves
are quite similar.

Next, we consider the energy difference between the ¢
and {a structures by changing the group III adsorbate (Ga
and In) and the substrate (GaAs, InAs, GaSb, and InSb). The
Wigner-Seitz (W-S) radii for ground-state bulk Ga and In are
1.625 A and 1.814 A, respectively. The average W-S radii
for ground-state bulk GaAs, InAs, GaSb, and InSb are
1.746 A, 1.879 A, 1.881 10%, and 2.007 10%, respectively.
Figure 4(b) shows the energy difference as a function of the
ratio of the adsorbate and average substrate W-S radii for two
different substrate anion atoms (As and Sb) in the group IIT
atom-rich conditions. In these calculations, two uppermost
surface layers were filled up by the adsorbate atoms (corre-
sponding to 1.75 or 2 ML of adsorbate). These results show
a clear trend. The larger is the considered ratio, the larger is
the energy difference in favor of the {a reconstruction. It is
also noted that the energy difference between the { and {a
reconstructions is quite small for InAs and InSb while the {
reconstruction is clearly the more stable phase for GaAs.
These results agree with the experimental results of Kumpf
et al.?” (Table II in Ref. 27) according to which GaAs shows
more {-type local configurations whereas InAs shows more
Za-type local configurations (InSb shows significantly both
types of local configurations). We note that Miwa er al. ob-
tained that the { reconstruction is stable for the InAs using
pseudopotentials.”® To get a wider view of the considered
phenomena, Fig. 4(c) shows the surface-energy difference
between the { and {a for cases in which only two adsorbate
cation atoms occupy the atomic sites 4 and 4’ on GaAs.
However, now also small B and Al atoms and the large Tl
atom are included. These results show the same tendency as
the previous results. In conclusion, as the adsorbate atom
size is increased, the {a reconstruction is stabilized. This
effect gets stronger as the amount of the adsorbate atoms is
increased. Thus we propose that in future experiments, the
B-, Al-, and Tl-induced reconstructions are studied in order
to confirm the above results.

The {a structure is peculiar because some of the group III
atoms do not have any close neighbors, and they do not form
strong covalent bonds, which are characteristic for the bulk
semiconductors and semiconductor surfaces. Figure 5 shows
electron densities for a plane parallel to surface for { and {a
reconstructions of In/GaAs(100) with two In atoms at atom
sites 4 and 4'. It is easy to see that in the {a structure, there

is no significant electron density between the In atoms and
the neighboring As atoms, and therefore no covalent bonds.
On the other hand, the In atoms in the { structure clearly
form covalent bonds with the neighboring As atoms. The {a
phase is stabilized significantly relative to the { phase upon
In adsorption (two In atoms) [about 0.12 eV per
(1X 1) area]. The density of states curves do not reveal any
significant changes upon adsorption. Therefore, we assume
that the {a stabilization has an electrostatic origin. We calcu-
lated Madelung energies for these surfaces,

1 i
R (3)
Zi,j,i:#j |ri_ Tj

where we used different formal ionic charges*>~° (g;) for the
ions (keeping the overall charge neutrality). The vectors r;
denote the positions of the atoms. The Madelung energy was
calculated using Ewald’s technique. It is important to re-
member that the charges in the Eq. (3) are ionic charges (i.e.,
sums of the negative electronic charges and positive nucleus
charges) not electronic charges. These formal charges are
determined on the basis of the octet rule and ECM (Ref. 48)
(or electron counting rule). In bulk, the octet rule is satisfied,
when all group III atoms donate 3/4 electrons for every bond
and all group V atoms donate 5/4 electrons for every bond.
There are four bonds per atom. On the surface, one has to
take into account also dimer bonds and dangling bonds. If
the number of bonds is less than four for some atom, then
that atom has a dangling bond. According to the electron
counting model, this bond is occupied for group V atoms
giving two electrons to them whereas the dangling bond of a
group III atom is empty. In the considered case, there are
only homodimer bonds, which imply one electron per dimer
atom. Using these rules, one can count electronic charge
(which has a minus sign) for a surface atom, from which the
electronic charge of neutral atom is substracted. This result is
the formal ionic charge for an atom. Screening is taking into
account by diving the energy from the Eq. (3) by the static
dielectric constant (which is ~13 for GaAs).4%-%

The surface structure in the first layer of the { and {a
reconstructions is quite peculiar because the first Ga (group
III) and As (group V) atomic layers are intermixed. There-
fore, it is not so straightforward to determine which atomic
pairs show bonds. However, the electron charge densities
between different atoms on the surface were calculated, and
from these results the bonds could be determined. The found
bonds are shown in Fig. 3. Using this characterization, we
determined the formal ionic charges, which are shown in
Table I. We also used another set of formal ionic charges to
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TABLE II. Madelung energy changes [electron volt per (1 X 1)
area] for different III/GaAs surfaces. First rows show results for the
surfaces with 0.25-2.00 ML of In and 0.25 ML of B, Al, and Tl
Last rows show results for In/GaAs surfaces with 0.25 and 2.00 ML
of In. In these calculations, the ionic formal charges are modified
compared to those in Table I. The anion ionic formal charges g5 are
decreased by 0.25¢—1.00e. This increased negative charge is com-
pensated by increasing the positive formal charges of atoms 4 and 9
(and 4’ and 9').

4 {a . a’
0.25 ML In 0.000 0.004 0.000  -0.003
0.75 ML In 0.018 0.020
1.00 ML In 0.023 0.019
1.75 ML In 0.020 0.030
2.00 ML In 0.023 0.029
0.25 ML B 0.013 —-0.005 -0.029 0.011
0.25 ML Al -0.001 -0.002 -0.002 -0.002
0.25 ML Ga 0.0 0.0 0.0 0.0
0.25 ML In 0.000 0.004 0.000  -0.003
0.25 ML Tl 0.004 0.006 -0.004  -0.005
0.25 ML In
Agz=-0.25¢ -0.050 -0.091 -0.090 -0.139
Ag;=-0.50e -0.138 -0.208 -0.217 -0.298
Ag;=-1.00e —-0.425 -0.507 —-0.583 -0.679
1.75 or 2.00 ML In
Ag;=-0.25¢ -0.032 -0.072 —-0.053 -0.101
Ag;=-0.50e -0.120 -0.187 -0.172  -0.252
Ag3=-1.00¢ -0.403 —-0.482 -0.518 -0.618

be assured that the results are not sensitive to the specific
choice of the formal charges. This set was obtained by as-
suming that there is no bond between the atoms 3 and 5 (and
3’ and 5') in Fig. 3. The formal ionic charges for the {a
reconstruction can be obtained as for the { reconstruction
except for the atoms 4 and 9 because they do not show co-
valent bonds. For the atoms 4, the same ionic formal charge
is chosen as in the { structure, which is also used for the
atoms 9. Then the formal charge of the atoms 3 in the {a
structure is obtained by using the charge neutrality. The re-
sulting formal charges for the atoms 3, 4, and 9 (or atoms in
the first layer) in the {a reconstruction are to a some extent
arbitrary (but similar to those in the ¢ reconstruction) but it
turns out that the effects found below depend only slightly on
the initial choices of the formal ionic charges.

Madelung energy calculations show that it is not possible
to explain found large total-energy changes, induced, e.g., by
In adsorption, assuming constant ionic charges for the group
III atoms (e.g., Ga and In), by changes in Madelung energy.
Table II shows Madelung energy differences between the
pure GaAs surface and different adsorbate systems (0.25-
2.00 ML In on the GaAs surface and 0.25 ML different group
III atoms on the GaAs surface). The Madelung energy dif-
ferences are very small compared to the found total-energy
differences upon adsorption. This means that significant en-
ergy changes upon adsorption cannot be explained by a
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TABLE III. Electronic charges (e) in As atomic spheres 3 (Fig.
3) for III/GaAs surface with 0.25 ML of adsorbate (B, Al, Ga, In,
and T1). The radii of the As spheres are 1.217 and 1.400 A.

¢ fa ¢ fa
B/GaAs 2.864 2.766 3.862 3.693
Al/GaAs 2.837 2.798 3.793 3.732
GaAs 2.820 2.794 3.763 3.719
In/GaAs 2.800 2.804 3.756 3.734
Tl/GaAs 2.809 2.809 3.738 3.740

Madelung energy change due to a structural change. Because
the atoms 4 and 9 (and 4’ and 9') do not show strong cova-
lent bonds, instead they seem to indicate more metallic
bonds with spherical electron densities (these atoms show
much smaller electronic charges than all the other atoms in
both structures within equal-sized spheres due to the missing
covalent bonds), we expect that the stabilization of the fa
upon In adsorption (In atoms at the “metallic” sites 4 and 4")
is partly due to a changed Madelung energy caused by in-
creased ionicity. Using Eq. (3), we find that the Madelung
energy is lowered significantly, if, e.g., the ionicity of the
atoms 3 and 4 is increased (the group III atoms 4 and 4’ and
the neighboring group V atoms). Table II shows Madelung
energy changes for cases, in which the anion formal charges
for atoms 3 are 0.25¢—1.00e more negative. (Results are
changed only a little, if the increased negative ionicity is
distributed between the atoms 1 and 3.) This increased nega-
tive charge is compensated by increasing the positive charge
of the cations 4 and 4’ (and 9 for {a). It is expected that the
peculiar metallic nature of the bonds for atoms 4 and 4’ in
the {a reconstruction increases ionicity, especially for larger
group Il atoms (In and TI), which distribute electronic
charge in larger volumes. Furthermore, the electronegativity
decreases in group III as the volume of the group III atom
increases Al being an exception in this trend with an excep-
tionally low electronegativity value [electronegativities: 2.04
(B), 1.61 (Al), 1.81 (Ga), In (1.78), and 1.62 (T1)]. While the
electronic charges in atomic spheres cannot straightforwardly
linked to ionic charges, the electronic charges in the As at-
oms 3 for surfaces with 0.25 ML of different group III ad-
sorbate atoms are shown in Table III. The amount of the
electronic charge is increased (decreased) in equal-sized
spheres around As atoms 3 for the {a ({) reconstruction Al
being an exception. For larger adsorbate coverages, it is even
more difficult to estimate ionicities from electronic charges
because the volume in the surface layer is changed. One
cannot compare the electronic charges of nonequivalent atom
types due to their different volumes. Our results show that,
e.g., the stabilization of the {a reconstruction upon In adsorp-
tion is in comparable magnitudes due to both the increase in
the surface energy of { and decrease in the surface energy of
la. The Ay between B/GaAs and GaAs from Fig. 4(c) is
about 0.6 eV/(1X1) area. If, e.g., half of this surface-
energy change would be due to the Madelung energy change
in the {a surface due to the larger ionicity of B compared to
that of Ga, one can estimate from Table II that the Ag;
should be larger than —0.5e. This would correspond to a real
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TABLE 1V. Selected interatomic distances (A) in ¢ and {a structures of the In/GaAs(100) surface for
different In coverages (0.25-2.00 ML). Atom positions are the same as in Fig. 3.

4 fa

OML  025ML 075 ML 1.75ML  OML  0.25 ML 1ML  2ML
2-3 2.44 243 2.59 2.59 2.44 243 2.58 2.58
1-2 2.35 2.34 2.53 2.54 241 240 2.56 2.56
1-2/ 237 2.35 251 2.53 2.44 242 2.59 2.59
2/-3 2.46 243 2.59 2.61 2.48 247 2.62 2.63
4-4' 243 2.68 2.65 2.65 3.99 4.02 3.92 4.03
4-3' 2.46 2.61 2.59 2.61 3.04 3.14 3.02 3.03
1-7’ 245 2.45 245 2.60 2.49 2.49 2.49 2.65
1'-7 2.46 2.46 2.48 2.62 2.49 2.49 2.49 2.64
7-8 247 2.45 243 2.58 2.45 2.44 242 257
5-6 2.41 2.41 243 2.55 2.44 2.44 2.46 2.59
5-5' 2.53 2.50 2.48 273 2.57 2.55 2.55 2.82

electronic charge change larger than —0.038e. One can see
from Table III that this electronic charge change in spheres
around atoms 3 having radius of 1.217 A is —0.028e. It is
concluded that the Madelung energy change explains a sig-
nificant portion of the total-energy change upon adsorption.

On the other hand, larger group III atoms cause structural
strain. It is supposed that this is true especially in the ¢ struc-
ture, which destabilizes this reconstruction. This is also an
electrostatic effect but not necessarily fully taken into ac-
count by the Madelung energy. This phenomenon is sup-
posed to be strengthened as the adsorbate coverage is in-
creased. Table IV shows some interatomic distances for the
surface atoms in the ¢ and {a structures for different In cov-
erages (from 0 to 2 ML). One can note, e.g., changes in the
2'-3 and 5-5' bond lengths with 0.25 ML In coverage, which
are larger for the { reconstruction than for the {a reconstruc-
tion (2'-3 being a Ga-As bond and 5-5’ being a Ga-Ga bond
in both cases for this coverage).

The STM images are representations of the charge-density
distribution, and therefore, they should be considered with
care, when it is tried to identify the atomic positions. Some
progress can be achieved by comparing the experimental
STM images with the theoretical STM images calculated for
selected surface structures. Theoretically obtained filled-state
STM images of the {1, {al, (b2, &2, £2-2, £2-3, and B3'-2
models are shown in Fig. 6. It is worth noting that similar
images were found for any of the other possible atomic con-
figurations constructed on the basis of the basic {1, {al, {b2,
a2, B2-2, B2-3, and B3’-2 geometries. The latter four mod-
els can be readily ruled out by comparing with the previously
measured filled-state STM image in Ref. 35. The {1 model
can be also excluded since its image does not include any
dark rows between the white and nearest gray ones, which
are clearly seen in experiment.’> In contrast, the calculated
filled-state images for the {a and {b models agree well with
our measured image in Fig. 7(a) together with previous STM
studies® showing faint gray protrusions between bright rows
along [011] direction. According to our results, these faint
features originate from threefold-coordinated As atoms at

sites 3 and 3’ when bright [011] directed rows stem from In
monomer rows. It can be, however, seen that the {a and (b
structures cannot be well distinguished on the basis of the
filled-state STM images.

In Fig. 7(b), we present the measured empty-state image
which allows making separation between the {a and {b mod-
els. It clearly shows gray protrusions with a double period-
icity along the [011] direction, which are located between the
bright white rows. Obviously, such corrugation is well con-
sistent with the fa model of which empty-state image is
shown in Fig. 7(h). In contrast, the images in Figs. 7(f) and
7(g) are inconsistent with that of Fig. 7(b). Previous experi-
mental study of Xue et al. also reported hump-plus-line fea-
tures in empty-state STM images, however, no theoretical
support has been reported.>>>! This 2X feature in calculated
{a STM images originate from In atom on top of the subsur-
face dimer at atomic site 4’ in Fig. 3(a). The In atom pro-
trudes strongly outward holding almost the same z coordi-
nate as surrounding As atoms while In atom at site 4 holds
much lower position. This is consistent with experiments
which show small buckling between the atomic sites in ques-
tion on In/GaAs(100) surface.’? The simulated empty-state

(@) 1 (b) Cal
B8 B8 | --
(©) b2

B E €l . |
(e p22 B2-3
3 B
(® B3-2 [011]

0-11] J

FIG. 6. Calculated STM images of the (a) {1, (b) {al, (c) b2,
(d) a2, (e) B2-2, (f) B2-3, and (g) B3’-2 models at the filled-state
voltage of 2.20 V.
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FIG. 7. (a) Measured filled-state STM image of the
In/GaAs(100)c(8 X 2) surface; tunneling current /=0.16 nA, and
voltage V=3.05 V. (b) Measured empty-state image of the
In/GaAs(100)c(8 X 2) surface, I=0.02 nA, and V=2.54 V. (c)—(e)
Calculated filled-state STM images (3.00 V) for the ¢, (b2, and {a4
models. Charge-density isovalue is 4.5X 1075 ¢/A3. (f)-(h) Calcu-
lated empty-state STM images (2.50 V) for the ¢, (b2, and a4
models. Charge-density isovalue is 4.5 X 10> ¢/A3. (i)—(k) Calcu-
lated empty-state STM images (2.50 V) for the ¢, (b2, and a4
models. Charge-density isovalue is 2.5X 1073 e/A3.

images for considered models in Fig. 7 are calculated using
two different isovalues for the constant charge density in the
STM (constant-current mode) because the empty-state im-
ages are more sensitive to the choice of the isovalue than the
filled-state images, which may be due to smaller height dif-
ferences in the empty-state images.
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V. CONCLUSIONS

The present first-principles results reveal an interesting
trend. The relative stability of the peculiar { and {a structures
of the IM-V(100)c(8 X2) surface depends strongly on the
surface-layer cation size and the substrate volume. The sta-
bility of the {a reconstruction is increased as the surface-
layer cation size is increased and/or the substrate volume is
decreased. This phenomenon is related to the peculiar
metallic-type group III atoms in the {a structure, and the
strain induced especially in the { structure, when large cat-
ions are adsorbed. Our theoretical results predict a phase
transition at 0 K upon adsorption for many systems, e.g., for
GaAs upon In adsorption. It is probable that the small
surface-energy difference between the { and Ja reconstruc-
tions for InAs and InSb [Fig. 4(b)] explains the experimen-
tally found disorder at room temperature for these
phases.??” (Our previous studies show that energy differ-
ences of this magnitude can be compensated by configura-
tional entropy at room temperature.’>>3) We propose that the
ionicity is increased and the Madelung energy of the surface
is decreased, as the size of these metallic-type cations is
increased. On the other hand, the larger cations increase the
strain especially in the { structure, which includes an addi-
tional dimer in the surface layer, which destabilizes the {
structure as the cation size is increased. As a detailed ex-
ample, our first-principles phase diagrams demonstrate the
significant stability of the (8 X 2)-{a structures with the 0.5,
1, 1.5, and 2 ML In coverages on the GaAs(100) substrate.
This finding is supported by the comparison of the calculated
STM images with the former and present STM measure-
ments.
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